ABSTRACT
The *Gen project consists of a language for expressing atomic specifications of coherence protocols and a suite of tools for generating concurrent, hierarchical and heterogeneous coherence protocols. This position paper summarizes the insights and lessons learned from this project.

1 INTRODUCTION
Cache coherence protocols are notoriously hard to design and verify. If you don’t believe us, simply google this phrase and you will find dozens of research papers repeating this sentiment. It is not just academics who find coherence difficult. Teams of professional designers with dedicated validation teams have produced chips with coherence bugs in them [1].

Coherence protocols can look misleadingly simple when one sees them first in a textbook. There are only three-to-five states and intuitive transitions between these states. What’s so difficult? Three reasons: concurrency, hierarchy, and heterogeneity.

Textbook protocols assume that a transition from one stable state to another stable state is atomic, i.e., the transition happens or appears to happen instantaneously. Only a simplistic system model (e.g., cores connected to a simple atomic bus) can provide this atomicity, yet high-performance modern system architectures like multicore processors employ multi-hop interconnection networks and distributed directory protocols. Designing protocols to correctly handle this concurrency is challenging. The protocol complexity introduced by concurrency is revealed in the large number of possible transient coherence states, in addition to the handful of stable states.

Hierarchy is a time-tested design strategy for scalable systems, but it also greatly complicates the design and verification of the coherence protocol. There are more states, more transitions, and more possible concurrency.

Modern systems use a wide range of different general and specialized compute units resulting in increasingly heterogeneous architectures that share memory. Heterogeneity multiplies the design complexity, because communication patterns within a CPU, GPU or an accelerator are very different, often mandating bespoke coherence protocols for each case. To compose these very different protocols into a unified heterogeneous whole is hard. Recent academic work [6, 19] and industrial work [2–4] have developed interfaces that facilitate this process, but it is still quite challenging to manually compose the protocols.

2 *GEN
We address the challenge of designing highly-concurrent [20], hierarchical [21], and heterogeneous [22] cache coherence protocols by automatically generating them from atomic, stable state protocol (SSP) specifications. The input is expressed in our domain-specific language for expressing atomic coherence protocols. If it is a hierarchical or a heterogeneous protocol, the input simply specifies the atomic protocol of each level or cluster. The *Gen tool automatically produces the concurrent, hierarchical or heterogeneous protocol, and in that process automatically generates all of the transient states and actions. The output produced is actually a state machine encoding of the protocol. We have a Murphi [14] backend so that the generated protocol can be verified for correctness. We are currently developing backends for SLICC [16] (for cycle accurate simulation) and Verilog.

We have a library of different protocols expressed in *Gen, and in particular *Gen can handle industrial protocols such as ARM’s CHI protocol specification [8]. The project is starting to have impact. It has been used by a team from IIT Madras/Thales for their safety critical processor. Protocols generated by HeteroGen are being evaluated by a major company designing mobile SoCs. A team from NVIDIA Research is building upon HeteroGen for ongoing research and development. The ProtoGen [20]2, HieraGen [21]3 and HeteroGen [22]4 source code is available on GitHub.

3 INSIGHTS AND LESSONS LEARNED
We outline the insights and lessons learned from the *Gen project, with some caveats. First, *Gen is still research and has not been used extensively in products. Second, this is mainly about coherence protocols; whether or not these insights apply more generally to other aspects of microarchitecture design is an open question. Third, thus far the *Gen project generates state machines and not efficient hardware implementations.

3.1 Insights on the Interface
What is the input model? For any design automation or language-based microarchitecture project, it is crucial to ask this simple question: What is the input model? Ideally, the input representation is something that is easy for designers to express yet has enough detail for the designer to be able to control key aspects of the design. At the same time, it must be amenable to easy verification.

The stable state protocol (SSP) ticks all of these boxes for coherence protocols. Recall that this is a natural representation that textbooks often use to describe protocols. It frees up the protocol designer to think about the most important aspects of the protocols: what are its stable states and transitions, while completely relieving them from thinking about the concurrency aspects. Indeed, the protocol designer need not think about racing coherence transactions and transient states.
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In hindsight, the SSP appears to be an obvious input for coherence protocol automation tools. But there have been prior efforts at using a language-based approach for taming coherence – e.g., TRANSIT [23], Teapot [9, 10], Bluespec [12] – yet none of these approaches employ the SSP as the input representation.

Why? One potential reason is because of a pitfall that is easy to fall into. Let the method decide the input instead of the other way around. Consider for example TRANSIT [23], which applied counter-example-guided-inductive-synthesis (CEGIS) for coherence protocols. This method, however, can impact the input representation – and in this case concolic snippets of protocols, which we argue is not as natural for designers as the SSP.

That is why we believe this is an important takeaway: whatever cool new language and compiler you are developing for microarchitecture design, do you have the right input model? Are you solving the problem that matters?

The language. This should not come as a surprise, but once the input is precisely identified, it makes sense to specialize the language to the input representation. In case of cache coherence protocols, it is all about a bunch of cache controllers interacting with the directory controller to enforce cache coherence. In this case, the directory controller is different than the cache controllers and we choose to make this distinction explicit in the language. This distinction turned out to be critical to our transformation pass from the input to the output.

3.2 Insights on the Method

Cache coherence protocols, like other aspects of microarchitecture, have a clear correctness specification: the Single-Writer-Multiple-Reader (SWMR) invariant. Given the input and the correctness condition, how does one generate the output?

When not to employ Program Synthesis. It is quite tempting to use search-based techniques such as program synthesis [7] for these problems. Indeed, the problem seems to be tailor-made for program synthesis. Consider the input SSP to be the partial implementation with “holes”, the transient states and actions being the holes; then, apply program synthesis to fill up the holes to match the specification.

However, we tried this approach but found that tools and solvers could not handle the large search space: even the modest MSI protocol required a search space larger than Avogadro’s number. So we wrote our own synthesis engine that can exploit symmetry reduction and we implemented bespoke optimizations to reduce the search space [15]. Despite reducing the search space by over 99% we still could not fully synthesize the missing pieces of a simple MSI coherence protocol. The search space turned out to be too much! A case for codifying domain expertise. Although cache coherence is hard, expert designers have been designing protocols for the past 30 years. Concurrency and hierarchy are hard problems, but there is a method to the madness: designers “know” how to tackle these problems. It is simply the case that these methods have not been formalized or codified.

The situation is similar to the early days of assembly programming – expert programmers knew how to optimize code, but these methods were yet to be codified into the now well-known compiler optimization techniques.

We argue that, at this nascent stage of language support for microarchitecture design, we should first understand, formalize and codify domain knowledge into compiler-like passes before embarking on search-based strategies. Let’s expand on this by considering ProtoGen as a case study.

The input to ProtoGen is the SSP with stable states and atomic state transitions. ProtoGen produces a complete concurrent non-blocking protocol with all of the transient states and actions. This is a very hard problem in general: it requires a method for refining an atomic specification into a concurrent implementation. And this topic has received attention across a wide variety of areas ranging from databases to general hardware synthesis [5]. Yet, the existing general solutions either use some form of blocking or roll-back recovery. In ProtoGen we produce highly concurrent protocols without either of those. The key to this is exploiting domain knowledge. ProtoGen leverages the insight that, in a directory-based coherence protocol, racing transactions are serialized at the directory. By assigning a unique name to every directory-forwarded request that can arrive at a stable state in a cache, ProtoGen makes it possible for the directory to convey this serialization order to the caches. With the caches and the directory achieving consensus on the order of racing transactions, ProtoGen can generate highly-concurrent and non-blocking controller. Designers of coherence protocols have known this method intuitively, but it has not been codified thus far. ProtoGen codifies it.

The power of this design philosophy. This correct-by-construction approach [13] (i.e., refining a high-level abstraction down to the implementation while matching the specification) is not only helpful in automating “known” techniques, it is also helpful in thinking about new microarchitectural problems. Specifically, it forces one to think carefully about the specification. Often, the lack of a specification is what causes most correctness-related problems in microarchitecture design. Consider for example the history of memory models. Early memory models were implementation-driven: the implementation essentially decided the meaning of shared memory. We know that redressing this issue required 30 years of inter-disciplinary research across the semantics, PL, and architecture communities.

History is about to repeat itself with heterogeneity. As heterogeneous processors are starting to share memory, the focus is again on implementations: coherence protocols such as CXL are starting to be get used for implementing heterogeneous shared memory. But what should be the specification? What should be the memory model when multiple devices share memory? In HeteroGen [22] we explicitly addressed this question and came up with an answer in the form of compound memory models, before going ahead with an implementation that honors the specification.

When to employ Program Synthesis? We do not believe Program Synthesis is useful when refining the abstraction level down from abstract to concrete. (Better to do this via compiler-like techniques.) However, we believe it can still be very useful for searching sideways for correct or efficient designs at the higher levels of abstraction, which have relatively smaller search spaces. Going back to the problem at hand, it might be useful for fixing bugs in the SSP [18] or searching across several different SSPs for performance.
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