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ABSTRACT
While coarse-grained reconfigurable arrays (CGRAs) have emerged
as promising programmable accelerator architectures, they require
automatic pipelining of applications during their compilation flow
to achieve high performance. Current CGRA compilers either lack
pipelining altogether resulting in low application performance, or
perform exhaustive pipelining resulting in high power and resource
consumption. We address these challenges by proposing Cascade,
an end-to-end open-source application compiler for CGRAs that
achieves both state-of-the-art performance and fast compilation
times. The key contributions of this work are: (1) a novel post
place-and-route (PnR) application pipelining technique for CGRAs,
(2) a register resource usage optimization technique, and (3) an
automated CGRA timing model generator. We integrate these into
an end-to-end compilation flow that achieves 8 - 34× lower critical
path delays and 7 - 190× lower energy-delay product (EDP) across a
variety of dense image processing and machine learning workloads
compared to a compiler without pipelining.

1 INTRODUCTION
In order to achieve commercial utility, CGRAs must demonstrate
performance and energy-delay product (EDP) that are competi-
tive with application-specific integrated circuits (ASICs). To do
so, CGRAs need to execute applications at high clock frequencies,
requiring carefully pipelined applications. The problem is that ex-
isting CGRA compilers fail at this task. They attempt to tackle
mapping, scheduling, placement and routing (PnR), and pipelining
of an application all within one optimization step [3–5, 8–10]. This
coupling between the various pieces in the compilation flow makes
the search space very large, making the compilers slow, produce
poor results, and not scale well to large CGRAs.

CGRAs are typically composed of several processing element
(PE) tiles and memory (MEM) tiles arranged in a grid, as shown in
Fig. 1. The basic problem with pipelining CGRA applications is that
the programmable wiring connecting the tiles together has large
relative delay that the pipelining must take into account, but since
data waves need to be balanced, adding pipeline registers along one
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path can require adding hardware to other paths. This additional
hardware often changes the placement and routing of the CGRA,
which causes this process to restart.

To address this issue, we took inspiration from FPGA compil-
ers and decoupled mapping, scheduling, placement, routing, and
pipelining into largely independent steps. We build upon the work
presented in [6], which takes this approach but only does wire-
independent pipelining, to create a compiler called Cascade. Cas-
cade only needs minimal hardware support in the CGRA: config-
urable pipeline registers on the interconnect, an interconnect with
single-cycle multi-hop connections, and the ability to adjust the
schedules of the memory tiles at a cycle level. Using this hardware,
we add post-PnR pipelining, register absorption, and incremental
rescheduling to a staged FPGA-style compiler, resulting in state-of-
the-art application performance and compilation times.

The contributions of this paper are:
(1) We adapt FPGA and ASIC-like pipelining and register retim-

ing techniques [2, 7] to register-scarce CGRAs, and propose a
technique for absorbing registers into memory tiles without
affecting the mapping, placement, and routing.

(2) We propose a post-PnR pipelining technique that iteratively
identifies the critical path in an application, breaks it by
turning on interconnect registers, and performs rescheduling.
Post-PnR pipelining accurately accounts for interconnect
delays while avoiding cyclic rescheduling and PnR.

(3) An end-to-end open-source CGRA compiler [1], called Cas-
cade, which has (a) an automatic CGRA timing model gen-
erator, (b) a static timing analysis (STA) tool that uses the
timing model to determine the critical path of an application
on a CGRA, and (c) a large set of existing and our proposed
pipelining techniques integrated into an end-to-end flow.
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Figure 1: Post-PnR pipelining takes the place and route result
represented as a dataflow graph and performs STA to identify
the critical path. This path is broken by enabling registers in
the switch box (SB), and the graph is branch delay matched.
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Figure 2: CGRA application compiler that takes an application and a CGRA specification and produces a bitstream. Compiler
stages are blue. Intermediate representations are yellow. Bolded text indicates compiler stages added or modified in this work.

2 POST-PLACE-AND-ROUTE PIPELINING
Post-PnR pipelining, shown in Fig. 1, iteratively identifies the crit-
ical path and inserts pipelining registers to break it. After PnR is
complete, we know exactly where each tile will be placed on the
array and where the nets will be routed. Using the timing model
and application STA tool we designed for CGRAs, we determine
the critical path delay of the application. The CGRA timing model
contains delays for both the PE operations and memories, as well
as the delays of interconnect hops. Additionally, we can use STA
with back-tracing to determine what the critical path is.

Adding registers on existing routes affects the execution of the
application, so we must do branch delay matching in order to main-
tain application functionality. Branch delay matching matches the
cycle arrival times of every piece of data arriving at every functional
element in the application by adding registers on branches with
shorter delay. When adding pipeline registers to a statically sched-
uled CGRA application, the schedule needs to be updated to reflect
any changes to the compute latencies. After an application finishes
post-PnR pipelining, we know all of the compute latencies. We send
these latencies to the static scheduler to incrementally update the
configuration of each memory tile used in the application.

3 OPTIMIZING REGISTER RESOURCE USAGE
The registers added by pipelining and branch delay matching need
to be placed on the configurable interconnect. This added resource
requirement increases execution energy, and for large applications,
may cause placement or routability issues. Therefore, we introduce
a technique for absorbing registers into memory tiles and register
files that dramatically reduces the register resource usage while
maintaining the benefits of pipelining. Note that the registers we
want to remove from the configurable interconnect are only those
that are not on the critical path. These are typically introduced on
non-critical paths when we perform branch delay matching after
pipelining the critical path. A register can be “absorbed” into a
memory tile or register file in a PE tile, removing registers from the
application. Removing a single register connected to the output of
a memory tile can be achieved by scheduling the memory to start
outputting data one cycle later.

4 CASCADE
Finally, we design an end-to-end open-source CGRA compiler called
Cascade shown in Fig. 2, which like [6], has decoupled compiler
stages, but achieves higher performance. Cascade has (a) an auto-
matic CGRA timing model generator, (b) a static timing analysis
tool that uses the timing model to determine the critical path of
an application on a CGRA, and (c) a large set of existing and our
proposed pipelining techniques integrated into an end-to-end flow
that works both for dense and sparse applications.

Figure 3: Incremental effect of each software pipelining tech-
nique on the runtime and EDP of dense applications.

5 RESULTS
The CGRA architecture that we use is a 32 × 16 array with 384 PE
tiles and 128 MEM tiles. We perform physical design of the CGRA
in GlobalFoundries 12 nm technology. We analyze the incremen-
tal impact of software pipelining techniques from Section 2 and
Section 4 on the runtime of five dense applications from image
processing and machine learning domains. This is shown in Fig. 3.
The software pipelining techniques achieve an 84 - 97% decrease in
runtime versus unpipelined implementations. Compute pipelining
alone results in a 35 - 81% reduction in runtime compared to the
un-pipelined applications, while the techniques applied during and
after PnR result in an additional 48 - 85% reduction in runtime. The
pipelining techniques result in an EDP decrease of 86 - 99%.

6 CONCLUSION
Cascade is an open-source end-to-end CGRA compiler that achieves
high performance and fast compilation through the use of a decou-
pled FPGA-style compilation flow and new pipelining techniques.
Cascade achieves 8 - 34× lower critical path delays and 7 - 190×
lower EDP across a variety of dense image processing and machine
learning workloads compared to a compiler without pipelining.
While Cascade is a standalone compiler, the pipelining techniques
can be integrated into other CGRA compilers, enabling the creation
of high performance CGRA compilation infrastructure and encour-
aging research into CGRAs as promising acceleration platforms.
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