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Abstract
To achieve longevity in the face of increasingly fault-prone
datapaths, fault tolerance is needed, especially in accelerator
datapaths. We propose a novel architecture for accelerator
fault tolerance, Non-Newtonian Accelerators, which lever-
ages modular acceleration to enable fault tolerance without
burdensome area requirements.

In order to streamline the development and enforce mod-
ular conventions, we introduce the Viscosity language, an
actor based approach to hardware-software co-design.
To show the feasibility of Non-Newtonian Accelerators,

we show three case-studies, FFT, AES, and DCT accelera-
tors each demonstrating how Non-Newtonian Accelerators
perform under faults.

1 Introduction
As Moore’s Law comes to an end [16], the steady perfor-
mance improvements which came from transistor miniaturi-
sation will no longer be as readily accessible.
Additionally, longer hardware refresh cycles mean that

the hardware itself will have to stay functional longer. How-
ever, in data center contexts, various device errors can occur,
cutting the life of the processors short [3, 8, 13, 20].
These two trends are seemingly in competition. The re-

quired life-cycle of hardware is increasing but the practical
lifetime of hardware is staying the same or decreasing [7].
We choose to focus on hardware accelerators, which have
been the key to improvements in performance for various
domain specific applications [1, 6, 14]. Moreover, they have
become ubiquitous in modern data center processors [10, 16].

Without fault tolerance, when a fault does occur inside an
accelerator, in the worst case, an accelerator can be replaced
by a fully software implementation of the same algorithm.
In contrast to this method, we propose Non-Newtonian
Accelerators, an architectural design principle leveraging
modular design to increase the fault tolerance of accelerators.

2 Background
2.1 Motivation
To assess the effect of fault tolerance on data centers, we
model data centers employing two types of accelerators. The
first are accelerators which are not fault tolerant, which
we call "single fault accelerators" (SFA). These need to be
replaced after a single fault has been detected. The second
type of accelerators we call "variable fault accelerators" (VFA)
which is a generalisation of the Non-Newtonian Accelerator
architecture we propose. These can handle multiple faults

Figure 1. The structure of the proposed accelerator genera-
tion and structure

up to some threshold. Once this threshold has been reached,
the accelerator is unusable and has to be replaced.

We found that as the likelihood of faults approaches zero,
the difference between the two types of accelerators in-
creases. By using VFAs, data centers could reduce the number
of processors replaced to less than one on average, even at
fault likelihoods where using SFAs would result in over 50
replacements.

3 Non-Newtonian Accelerators
For an accelerator implementing a function 𝑓 , we model a
single interface for the input and a single interface for the
output of the accelerator. Suppose that a non-transient fault
occurs in some arbitrary location inside the accelerator. This
means that for some input into the accelerator, the acceler-
ator will produce the incorrect output. This is despite the
fact that the fault itself may make up an extremely small
portion of the total accelerator design. Ideally, there should
be a way to utilise the unbroken logic within the accelera-
tor, processing the broken step using some other method of
computation.

To build a Non-Newtonian Accelerator using Viscosity (or
another HDL), create sub-accelerators capturing functions
𝑓1, 𝑓2, . . . , 𝑓𝑛 such that 𝑓𝑛◦. . .◦𝑓2◦𝑓1 ≡ 𝑓 . Each sub-accelerator
has two sets of interfaces, one set of interfaces with the
software thread and one set of interfaces with the previous
and following sub-accelerators.

Under no faults, the accelerator acts as one cohesive accel-
erator (such that there is no latency as opposed to a normal
accelerator). However, after a fault, the system can adapt to
avoid it. There is no singular method of fault recognition
that must be used; any method which can send the signal
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to the sub-accelerators can be used with Non-Newtonian
Accelerators. Suppose you have a three stage accelerator and
the second stage breaks. The accelerator adapts to bypass the
faulty logic. After the first stage, the output of 𝑓1 is moved
to the software thread via the software interface. The soft-
ware then processes the data using an executable version
of 𝑓2 before moving the data onto 𝑓3 where the rest of the
accelerator can run normally using the interface between
sub-accelerators.

Our implementation of Non-Newtonian Accelerators runs
on a modified version of the Cohort Engine [21]. Cohort
eases the burden of adding new accelerators while keep-
ing system-level guarantees by providing FIFO queue end-
points for communication between software threads and
accelerators built on top of cache-coherent memory queues.
Whereas the Cohort Engine supports a single queue per tile,
our modified version supports multiple queues interfacing
with multiple sub-accelerators. Additionally, we introduce
queue-bypassing to enable sub-accelerators to communicate
with each other directly. The Cohort consumers and pro-
ducers interact with the software thread while the bypass
interfaces communicate directly with the previous and fol-
lowing sub-accelerators.

4 Viscosity
The design of Non-Newtonian Accelerators requires both
a software version and a hardware version of each sub-
accelerator. There are three reasons we would want to gen-
erate both the hardware and software from a single descrip-
tion: Firstly, it makes Non-Newtonian Accelerators simpler
to design since the operation need only be described once.
Secondly, it ensures that the software and hardware versions
of the operation are logically equivalent which is especially
important with the complexity of subdividing hardware mod-
ules. Lastly, it lets the language enforce the sub-accelerator
modularity convention.
A naive version of generating both a hardware and soft-

ware description from a single description could be done by
running hardware simulation of the modules. Given the high
overhead of hardware simulators, they would not be suitable
for the software descriptions needed for Non-Newtonian
Accelerators. We opted to create our own language, Viscos-
ity, which compiles to C and to Verilog (via Shakeflow [12]).
Shakeflow is a Rust-based DSL which improves on previ-
ous functional HDLs by adding latency-insensitive interface
combinators which are perfect for modelling the accelerators
we target. Other HDLs have used the actor paradigm but do
not support native software and hardware generation [18].

5 Evaluation Methodology
We implemented Non-Newtonian Accelerators with a mod-
ified Cohort Engine on the OpenPiton+Ariane RISC-V Re-
search Platform [4, 21]. We then booted Linux (v6.2, built via

Buildroot) on aDigilent Genesys2 FPGA (Kintex-7 XC7K32T5-
2FFG900C) running at a clock speed of 67 MHz. We show
the potential benefit of three different accelerators built as
Non-Newtonian Accelerators: an FFT, AES and DCT acceler-
ator.

6 Results
When there is no fault present, the FFT Accelerator per-
forms with only 7.4% of the cycles when compared to the
software implementation, a speedup of 13.5×. When there is
a single fault present, the FFT Accelerator runs in approxi-
mately 19.3% of the cycles of its purely software counterpart,
a speedup of 5.181×.
We designed an AES accelerator with two different con-

figurations: an 11-stage AES accelerator and a 3-stage AES
accelerator.

When a fault does occur in the hardware and the software
fallback takes over, the efficiency of the system drops more
than for the FFT or DCT accelerators with the AES acceler-
ator taking 58% of software’s execution time under a fault
rather than 7% it would otherwise without a fault.
We also analysed the performance of computing a 2-D

Discrete Cosine Transform using a Non-Newtonian Ac-
celerator. Compared to the other accelerators we evaluated,
the DCT accelerator has the lowest software to hardware
cycle ratio, which is due to the design already leveraging the
fastest known DCT algorithm.
With one faulty stage, the DCT accelerator records a

speedup of 2.87×, an encouraging performance as the soft-
ware implementation is already heavily optimised.

7 Fault Detection
Our goal with this tolerance mechanism was that it would
be compatible with nearly any fault detection mechanism
that is available, software or hardware. There has previously
been much work regarding how to detect the presence of
non-transient faults in hardware [2, 5, 19].

Software can directly set the registers inside the accelera-
tor datapath to bypass fault ridden components. If hardware
based detection is used, then the detection mechanism can
be hardwired to the bypass signals.

8 Related Work
Most work on fault tolerance in accelerators has come from
exploring hardware generated from HLS tools [22]. Karri
and Orailoglu proposed building fault tolerant ASICs using
HLS [15, 17]. They reduced the area trade-off of N-Module
redundancies by sharing functional units between modules.
The work has been continuously iterated on by mixing time
and space redundancies [9] and by introducing various meth-
ods to better explore the design space such as genetic algo-
rithms [11, 22]. Other works have focused on only building
redundancies for only the most critical paths [9].
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9 Conclusion
Thiswork presented theNon-NewtonianAcceleratormethod-
ology as well as the Viscosity language, a tool for building
Non-Newtonian Accelerators, which helps enforce this mod-
ular paradigm. Our evaluations show how this accelerator
structure can reduce slowdown under faults in the FFT, AES,
and DCT accelerators.
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