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Abstract

FABRIC is a state-of-the-art, international research testbed which
last year hosted 25,000 experiments. It provides researchers with
programmable and reconfigurable hardware such as Xilinx U280
FPGA NICs and Tofino switches. Researchers can control the con-
figuration of testbed resources, but this control does not spare
researchers from laborious and long debugging workflows.

This work-in-progress paper describes our development of Crin-
kle, an API that extends FABRIC’s testbed management to enable
simpler and more intuitive debugging of testbed experiments in-
volving heterogeneous and programmable hardware. Our goal is to
provide a system that provides a network environment (especially
one that uses reconfigurable hardware) with the comfort and power
expected from software debuggers. We outline the current design
and future plans for how these resources can be made more usable
by testbed users.

1 Introduction and Background

Modern testbeds such as FABRIC [3] provide a variety of hardware
for large-scale research experiments. However, when running an
experiment on a testbed, there is often a lengthy process to debug
the experiment before one can realize actual research results. This
process is complicated by the lack of a network-wide debugger,
especially one general enough for research work.

From our own experience of using this equipment on FAB-
RIC [4, 10], from on-boarding others to use this equipment [9, 12],
and from conversations within the community, we see that the
most commonly used technique for network debugging involves
packet capture. Capturing traffic at points in the network allows
researchers to observe the effects of devices between them. The
captured traffic also reveals how a packet was transformed or why
it appeared (or did not appear) at that point. For small-scale tests,
this is often sufficient, and can be paired with logs or counters from
the network hardware (when available) for greater insight.

However, obtaining and parsing this information at scale is time-
consuming and laborious. Usually, very little code can be reused
from previous experiments, and a researcher usually has to write
their own code debugging. Further, while captures allow for some
debugging, they are passive, and read-only—analyzing them then
building and deploying a fix can be very time-consuming.

A previous LATTE paper by Jelvani et al. [6] outlined methods
for in-situ debugging of hardware to improve the development
process by allowing developers to avoid the costly compilation time
for FPGAs. Independently, we are building an API that interfaces
with network testbed APIs—specifically FABRIC’s—to accomplish
a complementary goal. As outlined by Jelvani et al., an in-situ
debugger should possess the ability to pause and restart execution,
examine and modify state, and observe the effects, and our work is
translating these to network equivalents.

Figure 1: Main elements in a FABRIC experiment.

Figure 2: Crinkle provides Monitors (which send packet

histories and receive configurations) and an Analyzer (which

processes these histories into a database).

2 Background on FABRIC

Our current prototype is built for the FABRIC testbed, using a
fork [11] of the Fablib API [1] for requesting and managing net-
works for FABRIC experiments.

FABRIC experiments are built as Slices, and can be built in
whatever configuration a user wishes—provided that the relevant
hardware is available. The hierarchy of a Slice is shown in Fig. 1.
A Slice is a collection of Nodes representing virtual machines and
servers. A Node can hold Components, which includes (smart) NICs,
GPUs, and FPGAs. These components have Interfaces which are
the endpoints of Network Services, which are abstracted Layer 2
and 3 networks that allow Nodes to appear directly connected even
if physically located across a continent. A Slice can span multiple
FABRIC sites, the physical datacenters that house the Nodes and
are present across the US and internationally. Nodes and Network
Services can be removed or added to a Slice at any time, provided
that the hardware is available.

3 Current Work and Discussion

Flexibility is a key feature of research testbeds like FABRIC—nodes
can be effectively removed or inserted at any part of the network
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topology. Our system Crinkle exploits this feature to add moni-
toring at any point in a topology. The user specifies a Layer 2 or
Layer 3 link to be monitored, and Crinkle abstracts the installation
of a special Node (a Monitor) to that link which all traffic crosses.
Crinkle then connects these Monitors to an Analyzer node on
an out-of-band IPv6 network, as shown in Fig. 2.

The default functioning of the Monitors in-band is to take a
packet in, append a trailer containing a unique identifier (if it does
not already exist), and then push the packet to the destination. The
trailer is appended similarly to the Redundancy Control Trailer of
the Parallel Redundancy Protocol [2]; that is, right before the L2
trailer (such as Ethernet’s FCS) and without increasing the length
fields of other headers, so that to most devices it appears as padding.
This enables Crinkle to maintain a history of individual frames
without requiring the rest of the network to explicitly support the
protocol, though certain network-wide variables such as maximum
packet size must account for the extra trailer length. We can thus
monitor any device, including physical switches or FPGAs which
may not support packet capturing. Out-of-band, the Monitors send
a short packet containing the Monitor’s ID, the packet UID, a times-
tamp of its arrival, and its header stack to the Analyzer, which
maintains a database of this information. Preliminary measure-
ments indicate this introduces an overhead of, on average, 2.75 µs
for processing and 30 µs including network overhead.

With this packet history, we supply the ability to retrieve and
query a history of network traffic from a central source without any
explicit support by the user’s experiment. The user can query by
time, location, header contents, or packet UID to see how specific
packets traversed the network, which can reveal the source of
network failures.

A research question involveswhere to place these Monitors
and what to have them monitor, and whether this decision-

making can be automated for researchers. While working on a
network testbedmeans inserting thesemonitors requires little work,
the finite nature of available resources means a user might wish to
maximize the obtainable insight from a fixed resource budget. An
ideal system would thus take this budget and information about the
network, such as topology information from FABRIC and potential
traffic patterns from the user using a query language, and place
Monitors to maximize coverage within the budget.

These abstract monitoring resources do not have to be fully
passive. We can enable the inserted nodes to modify the traffic
crossing them. For example, if a researcher notices a network node
is misconfigured, they can direct a monitoring node to compensate
for that and emit correct traffic. Besides this state modification,
Crinkle currently allows users to emit packets from Monitors,
returning the history of that packet, which makes the process of
getting probe packets to a network core and understanding how it
is processed significantly easier.

With the ability to monitor and emit packets, Crinkle could
be used to restart the execution of a network from a paused point,
allowing us to explore “resuming from a breakpoint” in network
debugging. FABRIC provides highly accurate time synchronization,
so the timestamps of packet arrivals across nodes can be used to
control emitting packets during a restart. Further, packet UIDs
mean that redundant parts of history following a breakpoint can
be removed, grabbing only the history directly before it.

3.1 Integration with Reconfigurable Hardware

To provide better debugging support for network experiments that
involve black-box, reconfigurable hardware devices, we are design-
ing a device-abstraction layer that interfaces with vendor-specific
toolchains. In turn, this interface leverages vendor-provided CLI
and API interfaces through which Crinkle can query and set
device-specific values. In turn, these values will be used to ser-
vice experiment-wide queries or changes, to provide testbed users
with an integrated and simplified debugging experience. Crinkle’s
API will be extended to support debugging multiple FPGAs and
ASICs in the live testbed (non-simulated) network environment.

3.2 Benefit to Testbed Operators

With a Slice there can be issues users encounter due to their
own misconfigurations, or that can result from the FABRIC back-
end. While traffic could be dropped on a connection due to a user-
introduced issue like incorrect MAC addressing, it would appear
identical to if there was an issue on the back-end side that meant
the link was not correctly provisioned or forwarding traffic. To the
user, in both cases it would appear traffic leaves one node, and does
not appear in packet captures on the other. Crinkle would provide
insight that allows the user to rule out their own misconfigurations,
so that they know they are dealing with a back-end issue and can
reach out to the testbed operators. This cuts down on noise; testbed
operators are a limited resource and enabling users to resolve more
issues on their own allows them to focus more on the issues they
are uniquely able to resolve.

4 Related Work

Static analyzers like HSA [7] are very powerful at finding misconfig-
urations, which are more likely to occur in testbed contexts where
the network is commonly built from scratch. However, strong as
these methods are, a static analysis cannot reveal the cause of run-
time bugs, such as from congestion or hardware or software faults.
For that reason, our work is more similar to runtime debuggers
such as Hydra [8] and ndb [5]. These generate or monitor data
while traffic is flowing and allow for live or post-hoc debugging.
The techniques used by those approaches capture runtime bugs,
and used properly can reveal misconfigurations like the static ana-
lyzers. However, a significant weakness of these published methods
is that none are hardware-agnostic; indeed, they all rely on P4 or
other programmable hardware. For a research testbed, we believe
that generality and allowing for any combination of hardware is
essential, as it allows researchers to explore unorthodox and novel
techniques. Crinkle addresses a similar problem space in isolating
bugs and rapidly prototyping solutions while being hardware- and
protocol-agnostic via the use of known machines that can serve as
proxies to unknown or black-box interfaces.

5 Conclusion

There is much work to be done to improve the usability of recon-
figurable hardware, and this can be seen on testbeds like FABRIC
where the complexity and time-scales of using reconfigurable hard-
ware toolchains meets large scale research deployments. We believe
that targeting FABRIC is a fruitful and productive endeavour to
incubate ideas that can improve the tooling for researchers, and in
doing so develop tooling that can be used in more general settings.
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