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Abstract
Testing may be the most important part of hardware design. Test
early, test often, test in every possible stage. The basis for testing
a hardware unit is a driver. It abstracts the exact interfacing with
the unit and presents the user with an easy-to-use interface. While
the driver stays constant, the communication channel between
the driver and the unit may change drastically, depending on the
scenario. When embedding a unit into a system-on-chip, reaching
the unit might need to tunnel the communication through various
communication fabrics and/or protocols. This work presents a data
flow toolkit that abstracts from the communication channel thus
allowing easy modeling of connection interfaces. This means the
unit driver can be written early in development and tested in a
unit test case setup. The driver stays unmodified throughout the
development process until a fabricated chip is tested in the lab. Each
communication fabric or bridge also defines and tests its drivers in a
unit test environment. The composition of the final communication
pipeline is constructed as part of the top-level architecture design
by plugging together the building blocks.
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1 Introduction
The development path of an accelerator consists of many steps.
Throughout this path, several different testing setups will be used.
In the ideal case, the driver used to access the hardware module
can stay constant the whole time. In the first phase of development,
the Device under Test (DUT) is very close to the driver. It can
directly send command words to the DUT, for example through
a register interface. Later in development, an accelerator may be
included into a bigger system to—as the name suggests—accelerate
special-purpose computation. Immediately, the distance between
the accelerator and its driver increases. The command words have
to be passed through the system’s infrastructure to reach the DUT.
As the project matures into a system-on-chip (SoC), the distance
between the DUT and the driver keeps increasing. Commands may
have to be passed through one or more system buses or network-on-
chips. While doing RTL simulation there may be a way to directly
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inject signals into the system bus, but at some point (e. g. netlist
simulation) that possibility also closes. Later access may only be
possible through the SoC (physical) pins using some communication
protocol like JTAG or UART for example. Ultimately, when the
chip is fabricated and arrives in the lab on a PCB, access to the
pins again gets more complicated. Access to the physical JTAG
interface from a PC needs a JTAG-to-USB converter and on the
controlling PC software, for example, OpenOCD [4]. The commands
are transferred over a couple of communication fabrics and have
been wrapped in equally many protocols, that the developer of the
accelerator should not be forced to care about.

We propose a communication toolkit, named Choc, to easily rep-
resent the communication structure of the hardware designs on the
test/software side. The communication is modularized, to match the
structure in hardware as a digital twin. Each hardware module that
implements a piece of communication fabric or a bridge between
two pieces also receives a software representation. Users plug the
software drivers into a pipeline that matches the hardware struc-
ture simply and intuitively. The toolkit enables the development of
modularized hardware that is easy to use/test, and reusable.

2 Related Work
Putting test cases into a Python environment and connecting a
simulator with the DUT has found its way into the mainstream
with cocotb [6]. Also other projects like pyvhdl [1] and cosimtcp [2]
present similar solutions. The Universal Verification Methodology
(UVM) register abstraction layer (RAL) defines standardized ways
of describing register files and tests for them. In [7] UVM RAL is
utilized to create reusable verification functions from unit tests to
system-level tests. Similar to this [5] shows a way to reuse cocotb-
based test cases in different chip design stages. Focusing on the
implementation of different bus protocols to get access to the DUT,
it does not cover environments up to the lab setup.

3 The Choc Communication Toolkit
The core functionality of Choc does not contain any implemen-
tations of protocols like JTAG or UART, but provides the basic
mechanics for building a typed dataflow pipeline. Choc is written
in Python with asyncio. Like cocotb, Choc uses Python as the lan-
guage for test cases and for the same reasons: Tests are software
and the DUT is hardware and both should be written in a language
that is designed for it [6] e. g. Python for software and Verilog for
Hardware. In addition, Choc also targets setups that are not based
on simulated but real hardware, and an HDL would be out of scope.

Choc is a data-flow toolkit, so the basic building blocks are data
processing blocks, called “Items”. Items define sockets, that have a
name, a direction (i. e. input or output), and a type, which can be
any Python type. Sockets can be hooked up to each other to create
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Figure 1: Example SoC Communication Structure. Modules
are in blue, fabrics in orange.

data flows between Items. Crafting connections between Items can
easily be done using shift operators:
sender = RandInt() #sockets: out(int)
transformer = Int2Str() #sockets: in(int), out(str)
sender >> transformer

Because sockets are typed, the >> and << operators work flaw-
lesslys, even with multiple outputs and inputs. The type of a socket
is not restricted. It can easily be a class describing a complex request.
For example, a MemoryRequest will typically contain at least an
address, a data word and a mode (read/write). When replicating
hardware 1-to-1 any request type would need an additional re-
sponse type that is transferred over a second socket in the opposite
direction. Matching the response to the correct request requires
extra effort and is error-prone, especially when multiple parallel
requests are allowed and out-of-order processing of requests may
be supported.

To overcome this problem Choc defines an awaitable Request
class, that can be sent over sockets. The receiver of a Request can
commit() a result that unblocks the waiting initiator without send-
ing the result through sockets. It is common to inherit from Request
to create special-purpose requests like the MemoryRequest or a
ConfigRequest for the config bus. Like hardware modules convert-
ing signals from one interface to another, the corresponding driver
“Item” can create a request chain. It can convert each incoming
request of one type to a request of another type. When the derived
request is committed, the result will be back-converted, committing
it to the original request. For example, a MemoryRequest could be
serviced by synthesizing it to one or more ConfigRequest to access
a memory that is only reachable through the config bus.

4 SiCo: Connecting Simulators
The Item-socket-connection system works well for high-level data
structs like integers, strings, or requests. But at some point things
have to be converted to hardware signals, to “1” and “0”, maybe
even also “Z” and “X” and a few more. This is where the SiCo
(Simulation Controller) module comes into play. Using the standard
DPI and VPI simulator interfaces, it allows the connection of a Choc
environment to any simulator supporting one of the interfaces. It
provides Choc Items and corresponding SystemVerilog modules to
stream hardware signals both into and out of simulators. Signals
may be based on simulation time, clock cycles, or requests. For
request signals the Verilog module follows a simple ready-valid
interface to stream signals to/from the DUT.

5 Application
Choc and SiCo has been developed and refined over the course of
three MPSoC tape-outs, of which one is published [3], one is cur-
rently measured in the lab, and one is being fabricated. It is intended

to simplify the software stack to operate a chip from the module de-
sign phase until testing the fabricated chips in the lab. The MPSoCs
share a common architecture, making the communication structure
similar, allowing the reuse of many communication modules. The
following will describe the communication pipeline for a custom
Accelerator (ACC) to showcase Choc. The ACC is controlled using
a driver class that accesses the hardware using RegisterRequests
to read and write registers. Originally it was planned that access to
the chip is mainly done over a FPGA evaluation board through the
chip’s LVDS link. Unfortunately, the LVDS-FPGA link proved to be
unusable, so that all communication had to be funneled through
the chip’s config bus. As displayed in Fig. 1, the ACC can be config-
ured using the JTAG controller, going through the config bus, the
NoC bridge, the NoC, and the NoC interface unit of the ACC. To
create a communication pipeline in Choc that follows this path, we
backtrack the connections and replace them by appropriate drivers:
acc = AccDriver()
nocif = nocIf(noc_addr=NOC_ADDR_ACC)
bridge = ConfToNoc(bus_addr=BUS_ADDR_BRIDGE)
jtag = JTAGCtrl()
acc >> nocif >> bridge >> jtag
acc.start()

With this pipeline a RegisterRequest from the AccDriver is
first converted to a NocRequest by the nocIf. The ConfToNoc item
runs an independent asynchronous task to emit ConfRequests to
drive the bridging hardware. That includes polling for new mes-
sages because the bridge is not a config bus master and cannot for-
ward receivedNoCmessages into the config bus. The ConfRequests
are forwarded to the JTAGCtrl driver that generates the appropriate
JTAG commands. In our lab setup, JTAG commands are processed
by an OOCDDriver that is connected to a running OpenOCD in-
stance. OpenOCD drives the USB-JTAG dongle that produces the
signals on the PCB.

6 Summary
Choc is a versatile communication toolkit that eases the process of
building communication pipelines for module/accelerator access
at any stage of an SoC project. In a Choc-enabled project, each
hardware module also defines a Choc "Item" that acts as a driver
for the software/test part of an SoC development project. Items
are independent data-flow processing units that can be connected
to create pipelines. Using pipelines wraps the communication pro-
tocols needed to connect to the DUT from the driver. SiCo is a
part of Choc and is the bridge between the controlling software
and a hardware design, simulated by any simulator software that
supports a VPI or DPI interface. Choc and SiCo are open source
as part of the “bilib”, the Barkhausen Instituts hardware building
block library1.
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